Online Course Evaluations and Response Rates

What are the benefits of conducting instructor/course evaluations online?

Compared to paper-based evaluations, online evaluations have obvious advantages such as requiring no class time, providing more timely feedback and being less expensive to administer. In addition, research suggests that students prefer completing the evaluations outside of class because it allows them more time to think about their answers. According to a study conducted by the University of Minnesota (Ernst, 2005), students felt rushed when completing the evaluation in class:

“I want to get out of this class because it’s the last 15 minutes, last day, last semester. You know you just want to go… Whatever it is, it’s like ‘OK, I know these questions. Whatever. Blah, blah, blah.”

“… [S]omeone else would collect [the paper evaluations] when everyone’s done, which can be a tad bit intimidating if you have a lot to say and they’re waiting for you to turn yours in.”

On the contrary, students who completed the survey electronically were consistently more likely to provide comments about their course and instructor (Donovan, Mader, & Shinsky, 2006; Ernst, 2005; Anderson, Cain, and Bird, 2005). For example, a study shows 63 per cent of online respondents provided open-ended comments, compared to less than 10 per cent of those who completed the evaluations in class. In addition, the length of open-ended comments for online evaluations was greater than those from the paper-based evaluations (Johnson, 2002).

Therefore, compared to paper-based evaluations conducted in class, online evaluations tend to have significantly greater quantity and quality of open-ended comments. This can be particularly useful for instructors to identify strengths and areas that require improvement.

Do response rates differ for online evaluations and in-class, paper-based evaluations?

Research shows that response rates are generally lower when an online instrument is used, as compared to an in-class, paper-based instrument (Nulty, 2008; Anderson, Cain, & Bird, 2005; Ernst, 2006; Kulik, 2009; Benton, et al, 2010).

Online survey response rates vary significantly among institutions. Some institutions reported response rates as low as 20 per cent (Nulty, 2008), while others were more successful by achieving response rates that were greater than 70 per cent (Kulik, 2009). A recent report prepared by McGill University indicated that the overall response rate at the institution level
was 44 per cent for winter 2010, with response rates for individual colleges ranging from 27 per cent to 48 per cent (McGill University, May 2010).

**Are lower response rates less representative of the entire population?**

In general, the concern regarding response rates can be interpreted as the concern regarding whether those who have participated in a survey are representative of the entire population. In other words, if those who do not respond to the survey (non-respondents) have very different views than those who do, then the results from the survey would not reflect the opinion of the population as a whole. For this reason, higher response rates are generally more desirable in order to minimize the potential effect of non-response bias.

However, the link between response rate and non-response bias has not been theoretically established. In fact, a growing body of empirical evidence suggests that lower response rates do not necessarily lead to results that are less representative of the population. For example, the average response rate for telephone surveys in Canada was only 12 per cent in 2002, continuing the declining trend over recent years (Marketing Research and Intelligence Association, October 2003). Nevertheless, results from many high profile public opinion polls conducted by telephone remain highly consistent with the outcomes of elections (MRIA, 2011). Researchers offer two possible explanations for this. First, as non-response grows, non-respondents become a larger group and less distinctive from respondents. Since there is little difference between the two groups, survey results can be generalized (Curtin et al., 2000). Secondly, even if respondents and non-respondents are demographically different, it will not produce biased results if they do not differ on the dimensions or variables that are of interest to the researchers (Langer, 2003; Holbrook et al., 2005). For instance, if the opinions of male and female students are not different, even if there are more female respondents in the sample, the results from the survey would still be representative.

**How do response rates impact the accuracy of data?**

Although there is little evidence that supports the association between response rate and the representativeness of survey results, in course evaluations, low response rate does present a concern regarding the accuracy of data. Because of the relatively small number of students in a course, lower response rates mean lower numbers of respondents, or smaller sample size, which leads to greater margin of error of the results. Margin of error, along with level of confidence, is used to measure statistical precision of survey results. For example, if your survey results have a level of confidence of 95% and a margin of error of +/-10%, and your survey shows 80% of the students are satisfied with the instructor, you can be 95% sure that between 70% and 90% of the students are satisfied.
In addition to sample size, margin of error and level of confidence are also determined by the size of the population, especially when the population size is small. The table below shows the sample size needed for different class sizes to achieve a margin of error of +/-10% at a 95% confidence interval.

<table>
<thead>
<tr>
<th>Margin of error</th>
<th>Class size</th>
<th># of Respondents required</th>
<th>Response rate required</th>
</tr>
</thead>
<tbody>
<tr>
<td>+/-10%</td>
<td>25</td>
<td>20</td>
<td>80% (20/25)</td>
</tr>
<tr>
<td>+/-10%</td>
<td>50</td>
<td>33</td>
<td>66% (33/50)</td>
</tr>
<tr>
<td>+/-10%</td>
<td>100</td>
<td>49</td>
<td>49% (49/100)</td>
</tr>
<tr>
<td>+/-10%</td>
<td>200</td>
<td>65</td>
<td>33% (65/200)</td>
</tr>
</tbody>
</table>

As you can see, for a class that has 25 students, it requires an 80% response rate in order to achieve a margin of error of +/-10%, while for a class of 200 students, it only requires 33%. Therefore, the larger the class size, the smaller the proportion of students needed to respond in order to achieve a certain level of margin of error. It is also worth noting that the calculation above is the “worst case scenario” when respondents’ opinions are equally divided (i.e. 50% are satisfied and 50% are not). If the opinions are skewed one way or the other (i.e. 80% are satisfied and 20% are not or vice versa), the margin of error will be smaller.

**Do online evaluation results tend to be more negative than in-class, paper-based evaluations?**

Because online course evaluations are completed out of class and are usually not mandatory, some faculty members are concerned that students who are strongly negative about the course or the instructor would be the most likely group to complete the online evaluation, and thus lead to a lower overall rating for the instructor. Results from many studies on this topic have proven this to be a misconception, with results from online evaluations shown to be as trustworthy as those from paper-based evaluations (Liu, 2005; Thorpe, 2002; Johnson, 2002). For example, a large scale study of the results of the Individual Development and Educational Assessment (IDEA) student rating system between 2002 and 2008 (Benton et al., October, 2010) examined a total of 651,587 classes that used paper-based evaluations and 53,000 classes that used web-based evaluations. This comparison showed no meaningful differences between survey methods. Another study by Ernst (2006) showed that students who used online evaluations were marginally more likely to choose lower ratings on the rating scales; but at the same time, they were also more likely to choose the highest ratings. This suggests that students with both positive and negative experiences in the course were eager to provide feedback online. In comparing the mean scores between online and paper-based evaluations, this study found no significant differences.
In summary, the literature consistently shows that there is no bias due to the method of data collection. In other words, whether an online or paper-based instrument is used, students with a range of opinions about a course will complete the evaluation.

**What can be done to improve response rates for online evaluations?**

While online evaluations generally have lower response rates, research shows that there are many ways response rates can be improved, even to similar levels of in-class, paper-based evaluations. **Empirical evidence shows technology alone does not determine response rates, and the engagement of academic leaders and instructors can have a significant impact on students’ participation.** For example, in Washington State University, response rates during the pilot phases with volunteer faculty and chairs were consistently better than 80 per cent, while the response rate dropped down to 41 per cent when the entire faculty population became obligated to participate. (Anderson, Brown & Spaeth, 2006). Similarly, Brown and Peterson (June, 2008) found in departments with the higher response rates, the chairs of the departments were involved in the design of the instrument and the decision to put it online. Another study at Brigham Young University also suggests that improved instructor and student engagement had helped response rates improve from 40 per cent to 62 per cent during three pilot projects (Johnson, 2002). The same study also showed a strong correlation between the level of communication and response rate:

<table>
<thead>
<tr>
<th>Communication</th>
<th>Response rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assigned students to complete online rating forms and gave them points for doing so</td>
<td>87%</td>
</tr>
<tr>
<td>Assigned students to complete online rating forms but did not give them points</td>
<td>77%</td>
</tr>
<tr>
<td>Encouraged students to complete the online forms but did not make it a formal assignment</td>
<td>32%</td>
</tr>
<tr>
<td>Did not mention the online student-rating forms to students</td>
<td>20%</td>
</tr>
</tbody>
</table>

Overall, the literature has identified the following specific strategies that would help improve online response rates:

**Showing evaluation matters**

- Persuading respondents that their feedback is valued and acted upon. Students were more likely to respond if they believed ratings would be used for decisions about courses and faculty members (Johnson, 2002);
● Using a mid-semester course evaluation, making changes in the course on the basis of students’ feedback during the semester;
● Providing students access to the numeric results of the evaluation.

**Communication**

● Including course evaluation period dates in class schedule/course outline;
● Distributing a handout to students two to three weeks prior to the last day of classes with instructions and explaining the value of completing the evaluations;
● Announcing the online evaluation in class and spending a few minutes discussing the instruction;
● Providing frequent reminders.

**Making it easy for students**

● Providing the link to the survey in the email;
● Providing access to computer labs or asking students to bring their laptops to class for the evaluation;
● Providing a space for the online evaluation on the electronic syllabus (or on the course management tool);
● Allowing a longer period of online evaluation.

**Providing incentives**

● Providing extra credit/points for those who complete the forms. When a completion incentive is implemented, student response rates improve dramatically over those for traditional evaluation methods (Anderson, Cain & Bird, 2005);
● Providing students who have completed the evaluation earlier access to grades.
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