Education Attainment Measurement “Gaps” and Income for Young Adults: Are Differences in GPA and the ACT a Predictor of Future Wages?

By: Kevin Modlin

This study seeks to determine the existence of “gaps” in the percentile ranking of high school GPA and the percentile ranking of standardized college admission tests to recognize the influence on wages among individuals who have recently started in the workforce. A review of the data by dividing it into quintiles and a regression analysis illustrates some observations and leads to the conclusion that there is a non-linear dynamic of the gap variable and that it has a minuscule effect on wages until an individual has a very significant gap.
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It is therefore ordered that every township in this jurisdiction, after the Lord hath increased them to fifty households shall forthwith appoint one within their town to teach all such children as shall resort to him to write and read, whose wages shall be paid either by the parents or masters of such children, or by the inhabitants in general, by way of supply, as the major part of those that order the prudentials of the town shall appoint; provided those that send their children be not oppressed by paying much more than they can have them taught for in other towns.  

Massachusetts General School Law of 1647

I. Literature and Theory Review

Economists from Adam Smith to Gary Becker have highlighted education as an asset that an individual uses in the workplace in the form of human capital development. Smith observes, “a man educated at the expense of much labour and time to any of those employments which require extraordinary dexterity and skill, may be compared to one of those expensive machines. The work which he learns to perform, it must be expected, over and above the usual wages of common labour, will replace to him the whole expense of his education.”

Becker argues that, “high school and college education in the United States greatly raise a person’s income, even after netting out direct and indirect costs of schooling, and after adjusting for the better family backgrounds and greater abilities of more educated people”. In their 1992 study Mankiw et al elaborate on the Cobb-Douglas production function by including human capital ($H$) in the model $Q = A K^\alpha H^\beta (L)^{1-\alpha-\beta}$ asserting that the trade off is not just labor ($L$)
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and capital ($K$) but also within types of labor - educated or uneducated\(^3\)

There have been a number of studies on the effectiveness of the generally accepted measurements of academic performance and success in life. Altonji studied the influence of various high school curriculums that show greater returns for backgrounds in the math and science fields, but that is, “much less than the value of a year spent in high school.”\(^4\) Also Richard J. Murnane, John B. Willett, and Frank Levy reviewed the influence of high school arithmetic as “an increasingly important determinant of subsequent wages.”\(^5\) While most of the objectives of improved education are generally accepted in societies, the definitions and metrics behind them are less exact. Using measurements most often associated with economics, we will assume utility is maximized based on personal financial gains given that other measures of maximized utility for an individual are difficult to quantify with this data.

It is important to consider the varying goals for young college graduates who may find utility maximization beyond wages. Economists Jack Fiorito and Robert C. Dauffenbach, point to the influence of “nonmarket influences”\(^6\) in human capital development decisions. However, it would be difficult, and impossible within this data set, to ascertain each interviewee’s full utility function. Furthermore, while researches have extensively reviewed the influence of academic achievements on financial future, there appears to be less work in the area of the gap between various measures of intellectual ability playing a predictive role. For example, after


taking a standardized test like the SAT or ACT an individual may express a belief that he/she performed better (or worse) on these tests than in the classroom environment. This paper questions the frequency of this occurrence by finding the absolute difference of the percentile ranking of the ACT and high school GPA measurements and seeks to measure the influence on future wages. This would in effect make the scores relative to each other in the context of a competitive system of measurements of academic performance within the student population. This analysis is based on the simple breakdown by quintiles and on the regression.

II. Study Methodology

This paper uses data collected from the National Longitudinal Study of Youth 1997 (NLSY97)\(^7\) which is sponsored by the Bureau of Labor Statistics. This division within the Department of Labor sought to “gather information at multiple points in time on the labor market activities and other significant life events,”\(^8\) from about 2,300 youth who were between 12 to 16 years old as of December 31, 1996, and who fit within the study criteria. As of the most recent update of the study, the responders were now between the ages of 23 to 27, which would begin to capture most individuals leaving four-year institutions of higher learning and entering the workforce full-time. There, of course, is the additional caveat that some students would have engaged in part-time or full-time work while in school, so the study looks at the highest income earned by each individual as a measure of his/her entry wage when the decision is made to enter the labor force full-time. This wage distinction is also made because of the absence of the
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graduation date within the NLSY97 data.

The graduation event may lead to expanded employment opportunities beyond human capital accumulation, as illustrated by Andrew Weiss. He explains that education provides a useful means for employers to sort through prospective employees as an indication of the innate qualities of a worker including their ability to handle complex topics, interact with others, and be diligent workers. Also, this model does not fully account for labor demand, though the national macroeconomic condition was stable at the taking of this survey with the annual unemployment rate in 2007 at 4.6%.

The groupings within this sample are already self-selective because the individuals who choose to take the test are aspiring college students who are most often required to take the SAT or ACT to be considered for enrollment at their schools of interest. Table 1 compares the percentiles and averages of ACT and the converted SAT to comparable ACT scores, the sample data was similar to data available from averages and standard deviations from the testing firms. The average ACT in this NLSY97 sample was 20.9 as compared to ACT reports of 21.0, and the standard deviation for the sample was 4.9 while ACT data was 4.7. This close proximity of the actual population and the sample NLSY97 data is a statistically representative sample of the general college-aspiring population.
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11 Manski and Wise have written on youths expectations on college admissions and performance based on what their score is and the average of those students enrolled.


The quintiles show the average within a breakdown in the absolute gap between the percentile ranking of GPA and standardized college admissions test with the smallest gap (2.83%), second smallest gap (9.28%), medium gap (17.67%), large gap (28.62%), and largest gap (49.98%).

### III. Gap Contributors

For this study data was segmented it into quintiles to review any unique characteristics between the groups of individuals to draw out meaningful observations (Table 1). Generally, in many, but not all of the points of interest, the quintiles in the middle are toward the center of the distribution, as could be expected. The quintile with the smallest gap shows some noticeable differences between it and the largest gap. The average parental household income, a measure of familial influence, as referenced by the Gary Becker quote at the start of this article, for the smallest gap is $65,954.52 while the largest gap had an average income of $61,797.59. Some of these differences may be explained by the lowest socioeconomic status students who were “35 percent more likely to receive lower grades during the sixth through the eighth grades than high income counterparts.”

Cabrera, Nasa, and Jossey argue that this point can be significant because it is a time period when many students develop a predisposition to their college future. There is a slight improvement in average ACT scores for those in the smallest quintile gap (21.33) and the largest quintile gap (20.43). GPA is close among all groups but slightly higher at the second largest quintile at 3.18 compared to the smallest quintile at 3.13. The quintile breakdown on the influence of gaps on future income seems to be positively
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correlated for all but the largest gap. For the measure of highest income earning year the smallest academic gap was $22,702 and the second smallest gap was $24,794. The average income for the medium gap was $24,310, while for the large gap it was $26,193, and the largest gap was $23,346. Income earning years are also evenly distributed among groups with 3.7 years with reported income in all quintiles.

IV. Quantifying the effects of the Gap

For my model, I consider the effect of gender, age, family income, years employed, and the gap variables in:

\[ \text{Future Income} = \alpha + \beta \text{ Gender} + \beta \text{ Date Of Birth} + \beta \text{ Family Income} + \beta \text{ Years With Income} + \beta \text{ Years With Income}^2 + \beta \text{ TestGPA Gap} + \beta \text{ TestGPA Gap}^2 + \beta \text{ TestGPA Gap}^4 \]

The above regression findings show statistical significance or near statistical significance in most of the variables. The \( R^2 \) for the model is .2810. The gender binomial variable is negative to represent a loss in wages for female workers. As Table 4 shows, the average highest income was greater for males at $27,087 and females at $21,967. Morley Gunderson notes, “the increased participation of women in the labor market generally has been accompanied by an increase in their earnings relative to those of men.” Some substantial differences remain. These
differences exist even when controlling for the effects of changes in the skills and attributes of female and male workers. Researchers have sought to explain this difference through various hypotheses. These include studies that suggest a prevalence of workplace discrimination from David Neumark, Roy Bank, and Kyle Van Nort. As well there are other findings from Jane Waldfogel that suggest various workplace and household choices are contributing factors.

While women constitute a larger portion of those who are seeking college in the NLSY97 sample, there are some similarities and differences between the two groups. Both saw near equal participation in nonpublic schools at about 13%. Recent work by Fryer and Levitt point to statistical differences in some testing scores between females and males. Their findings on math tests seem to complement observations in this study that showed males were on average stronger in the math portion. At the beginning of a student’s school experience the two genders are equal on math scores but Fryer and Levitt write that, “girls lose more than two-tenths of a standard deviation relative to boys over the first six years of school.” In the section of the NLSY97 sample that only took the ACT there are slightly stronger scores for females in the English section: 20.9 compared to 19.5 for males, or about a quarter of a standard deviation less of females. But the math section shows slightly stronger scores for males: 21.1 relative to 20.3 for females or about .14 less of a standard deviation of males. The merged comparison of the two scores is 21.2 for males and 20.8 for females. There are also differences in high school
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GPA, with males at 3.06 and females on average at 3.25. Some of this may be attributed, as Fryer and Levitt explain, “since college attendance rates are presently higher for females [the study] may be drawing more heavily from the middle or left tail of the ability distribution.”

The average gap in college test scores and GPA between the two is also interesting because it is nearly exact 21.6%. Also among both gender groups 66.8% agreed with the question that 75% or more of their peers were planning to go to college. Also, in number of years attending college, they are equal at 4.8 in each gender group. For degree attainment there is a slight difference, 42.8% for males, while 44.1% for females within the NLSY97 sample have at least a bachelors degree. These observations seem to be supported by studies from the Department of Education that show increased college enrollment and degree attainment rates for more women than men including among traditional students. The parental household income for each interviewee was different with males at $67,219, while the household income for females was $60,824. This may be a reflection of parental decisions on the makeup of the family or other decisions deserving further study. Though Lundberg and Rose have written extensively about household decisions related to the gender of the child and income, their findings are more subtle than the average difference above.

There does not seem to be a reason for the negative effect date of birth has on the individual and future wages other than to hypothesize that workers in this earlier state may be forgoing wages. This variable could be encapsulating that decision. Also, there is a positive influence on the wages from the parents’ household. This influence is statistically significant, 19

19 Ibid.

but the benefit for the individual is pennies on the dollar earned by the parent(s).

As some would expect, the influence of parental income in the education variables appears to have some significance. When breaking down each income earning group (about 1760 interviewees provided relevant data) into quintiles (Table 6) we are able to extrapolate some qualities. The highest income group (relative to the NLSY97 sample) saw an average ACT score of 23 and the lowest income group saw a score of 19, while the middle quintile groups were between 21 to 20. This shows that significant income can be beneficial for investment in education including measures of attainment. This can be further elaborated as 77% of the students from highest income families went to public schools while 92% of the lowest household income went to public schools.

Among those with parents with the highest wages their highest earnings on average were $27,318, while those who came from middle income households saw $24,784 (Table 6). The lowest income households saw the highest individual income on average $22,949. When looking at the goals of the interviewee peers in high school we see that among the highest income earning households 83.8% of the interviewees said 75% or more of their peers were planning to go to college. This number falls to 63.3% for middle income households, and for the lowest income group 57.3% agreed. As far as the gap being an accurate predictor of completion of college among all of the quintiles, the results are interesting because it is hard to detect a significant differentiation among the quintile groups when looking at the breakdown. Of those students with the two smallest quintile gaps, 38% had bachelors degree as their highest degree while the second smallest quintile group had significantly more students with advanced degrees (6.5%) compared to the smallest quintile group (3.9%). Returning to the bachelors degree measure, the two quintiles that display the largest gaps show 39% with bachelors as the highest
degree within the sample group. Also, the time spent in higher education at the point of measurement for this survey averages 4.8 years across all of the quintile groups.

When looking at issues related to race, the lowest income earning group consisted of 41.7% minorities while the highest income earning group contained 23.8% minorities. And for college based achievement, 46.3% from the highest income earning household had a bachelors degree or higher while the middle income had 43.4% completed and 42.0% for the lowest income. In the measure of unemployment (Table 3), those who had a small academic difference were unemployed for 0.44 months while those in the largest quintile gap were unemployed for 0.52 months. Uniquely, there was variation within the other quintiles with the medium quintile also at 0.52 months while the longest duration in unemployment (0.57 months) was for the second smallest quintile gap.

Another set of unique variables that were statistically significant was the number of years in the workforce, as well as the same variable squared to detect any nonlinearities. The first variable of the group shows a positive relationship between the value of experience and seniority on wages. The squared years worked variable has a negative return showing that there may be a point where the return is possibly diminished, or not as beneficial, because those years worked were not allocated toward likely increased future wages from advanced education. These findings complement observations by Willis where the quadratic experience terms [the unsquared and squared years worked] are respectively positive and negative.”

The question and variable of focus in this paper, the absolute gap in the percentile ranking of performance of individual grades and college admission test scores, provides some interesting insight. The gap variable maintains significance (Figures 1 and 2) only when
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measured alongside the same gap variable that is squared and raised to the fourth power. The finding of these significant variables leads the author to conclude there is an existence of nonlinearities within the data. In short, a small gap in the two academic measures has a marginal influence on wages but very significant gaps would see a more significant effect on wages. To illustrate the influence of the raised variables, Figure 2 shows when those terms are removed and as a result the gap variable is insignificant. This project demonstrates the multitude of quantifiable variables to account for what may influence future income. The findings would suggest that only in a few cases would having a gap between the percentile ranking of the two academic measures result in an influence on future wages.

It is more likely that these measures would pick up on some idiosyncratic qualities within each individual that would manifest itself in future wages. A recent report from the Brookings Institute evaluating student and school achievement notes that, “hard work, intelligence, and persistence surely contribute to a student’s academic success.” Card and Krueger have also argued, that with the difficulty in predicting outcomes from “imperfect” test scores, there has been greater focus “on how school resources affect students' educational attainment and earnings.” Another point is that variables that were not statistically significant could possibly reflect the constant workforce changes within the sample group. Similar observations have also been explained by Topel and Ward that workers in their first ten years of employment change jobs an average of seven times due to the prospect of increased earnings.

V. Less Statistically Significant Variables Excluded From Model


While many models take into account factors such as race, any time minority groups were added individually or collectively into the model they were statistically insignificant and lowered the predictive ability within the model. Self selection may come into play as well.

Within the whole NLSY97 data set, 19.4% of African Americans and 14.2% of Hispanics took a standardized college admissions test, while non-African American or non-Hispanic (primarily Caucasians) 33.86% took the test. Fryer and Levitt call attention to their findings that, “students enter school, the gap between white and black children grows, even conditional on observable factors.” While they acknowledge that they do not have data to support their conclusion Fryer and Levitt believe the performance is because the minority elementary and secondary students may “attend lower quality schools.” While the regressions did not find any statistically significant role race may have played when, looking at the quintile breakdown we notice some unique observations. It is evident that a larger proportion of students designated as minority were in the smallest 33.6% and largest 35.8% quintile gaps, and with the smallest portions in the overall distribution in the middle quintiles.

To explore this issue further we can break down of the three racial groups designated in the NLSY97 study (Table 5). We see that 60.4% of African American students who attend college are female while still over half the other groups are slightly lower with Caucasians at 53.9% and Hispanics at 52.2%. Also ACT scores for Caucasians was 21.6 on average while for both Hispanics and African Americans it was 19.8 and 19.5, respectively. The average gap measure for each racial group was relatively close with Caucasians (21.5%), African Americans (22.5%), and Hispanics (22.1%).

26 Fryer and Levitt believe that in order to accurately test their hypothesis they would need access to detailed data on schools, neighborhoods, and the general environment kids grow up in.

While almost 70% of interviewees who were Caucasian said that at least 75% of their peers were planning to attend college, it was lower for the minority groups, with Hispanics and African Americans each about 60%. College outcomes were also significant with 49% of Caucasians having earned a bachelors degree or greater and African Americans (31.1%) and Hispanics (31.8%). Analysis from the Department of Education also seems to indicate that those who are in racial minority groups and/or those who are economically disadvantaged take longer to complete college. Extrapolating on this conclusion it would be reasonable to assume, given the age of the interviewees, that there may be a higher portion of minorities and low income individuals who may still be in school at the time of this survey. The average income earned in the early working careers for most of these individuals is for Caucasians $24,736.52, for African Americans $22,971.64, and for Hispanics $23,666.86. The relative closeness of these wages for individuals at this stage in life also illustrates why the race variable in this study is less significant. As A. Silvia Cancio, T. David Evans, and David J. Maume, Jr. summarize, “Blacks and Whites are more likely to be paid equally at the beginning of their careers-disparities emerge over time as workers are evaluated by their employers and sorted into positions that either promote mobility or lead to career plateaus.”

The advanced degrees variable was also less statistically significant and more likely a result of the age of the sample as from the date of the most recent survey. Many prospective students attaining those degrees would not have had them completed.


VI. Alternative Gap Measures

One alternative gap measure from 1747 interviewees within the NLSY97 sample was utilized to compare the percentile differences within the ACT and the Armed Services Vocational Aptitude Battery (ASVAB) to detect any similar trends. It was also useful to provide some degree of standardization in measurements within the model given the frequency of debate concerning high school GPA inflation. As Figure 3 illustrates, this gap variable was not found to be statistically significant when substituted within the model.

By using GPA as the dependent variable and ACT as the independent variable the residuals for each individual (Graph 1) were inserted into the model as an additional gap measure. By inserting this gap measure in the previously outlined regression it was also found to not be an accurate predictor of future wages within the NLSY97 sample. (Figure 4)

An additional gap measure was employed within the base model by looking at the intrinsic academic qualities within each unique data point. The data was organized by each ACT score and each individual GPA was compared to the average GPA to detect any influence on this gap measure. (Graph 2) When substituting this variable for the other gap measurement within the previous model the results were not found to be of any statistical significance. (Figure 5)

The advanced degrees variable was also less statistically significant and more likely a result of the age of the sample as from the date of the most recent survey. Many prospective students attaining those degrees would not have had them completed.

VII. Recommendations

With the recent passage of legislation to make the public sector the underwriter of a high portion of student loans through the Direct Loan Program, it is possible that there will be future
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30 “Student Aid and Fiscal Responsibility Act (updated 3.18.10) | EdLabor Journal | Committee on Education and Labor.”
debates on the public return to this investment in human capital. Or, as Becker has observed, “What has stood out to me most is the realization of how important it is for a country to invest in its people in terms of human capital.”

A few years before this statutory change a significant portion of students, nearly three out of four in the United States, receive some form of direct government assistance. This writer would recommend, based on this study, that unless more accurate measures are created or perfected in time it may be most useful to continue adhering to currently established admissions policies that vary across institutions, but generally take into account multiple factors. This may be an attempt by institutions of higher learning to “produce a large pool of qualified applicants from which the best candidates can be selected.” It has also been argued that the role of the enrollment manager is influenced by multiple considerations and they have a multitude of roles to serve various interests in the university system including administrator, academic, revenue generator, and politician.

Recent information from the Department of Education shows 85.8% of four year institutions have some measure of admission requirements with the individual’s school record and college test scores being the leading measures used for admission. Or, as writers with the
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35 “Number and percentage of degree-granting institutions with first-year undergraduates using various selection criteria for admission, by type and control of institution: Selected years, 2000-01 through 2008-09.” National Center for Education Statistics
College Board assert, "considerable weight on test scores in making admissions
decisions…. [but] are almost always evaluated in relation to other indicators such as your high
school transcript. Specifically, there has been a decline in the number of universities who have
required prospective students to submit ACT or SAT scores. Individuals like Alfie Kohn assert
that of the hundreds of studies published by the College Board have found, “that only about 12 to
16 percent of the variance in freshman grades could be explained by SAT scores.” These
points seem to have struck a chord as data from the Department of Education also shows that
four year institutions that require a standardized test for admission have seen a 15.9 percentage
point decline from the 2000-2001 to 2008-2009 school years. This would be beneficial in the
case that a student would be able to attain a degree even though one measure of academic
performance was lower than the other, thus the creation of the gap.

VIII. Conclusions

The quintiles and a regression analysis highlights some observations and leads the author
to conclude there is a non-linear dynamic with the gap variable that has a minor effect on wages
until an individual has a very significant gap.

A survey of admission standards across universities, as elaborated above, indicates the
use of multiple variables in determining admission into a four-year university. The author
concludes through the review of this data that an over emphasis on one of the admission
measures used in this study would have the effect of focusing on this realized gap. In most cases
this gap does not seem to influence the number of bachelors degrees attained, and in only the


Kohn, Alfie. "Two Cheers for an End to the SAT - Archives - The Chronicle of Higher Education." Home - The Chronicle of
most extreme cases does it have an influence on wages. The data from the survey also does not elaborate on the quality of the institution where the degree was earned.

It is also appropriate to consider data released from the Department of Education that indicated of all the students seeking bachelors degrees 36.2%, had completed the four year degree in four years, with a majority of students requiring five or more to complete.\textsuperscript{37} Also, an updated review may find additional significant variables as the interviewees become more established in the workforce and we are able to more closely review the endogenous qualities of these individuals as their incomes start to smooth with time.
